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Abstract

f"lou' and turbul¢oc( mo& l,_ apph¢d lo the pwbbm of ,shock buff¢ l
on.sol arc shtdud. The accuracy of the tolftmh_.t bou, dary layer

sod the lhi_-la.qer Navter-Sloke s _qualto,,s .solved with lye( ,t up,'i,d

lech_iqu_ s using .similar tra,.sporl ficld equation tarbule_ce model.s t.s
a.s.ses.sfd for sla_dalrl .slrady l(.sl ca.s_.s, includi, 9 cottdihoms ha_'mg

significant.shock separation. The two melhod.s ar_ fou,d to compa_

well i, the shock buffet ol, sd region of a mtpcrcr_tical airfoil that

i_voh, e.s strong tratli_tg-edg( scparatio,. A compulatwoal a,alysts

using the t_tlfmclive bo_tt_dary layer has r(_,eahd a Reynolds scal-

ing e ffecl in the shock buffit onset of the stq_ewrdical atlfotl, which

compares well with e:rperime_l. Th( methods are next applied to a
cote r e_lional a iifod. .q'le ad.q sh ock-scpam ted comp u latto,.s of lh ( co,-
v(ntional at_foil with the tuo mdhod.s compan wall with c.rperim(ot.

Although the t,leractn'_ bou_Mary laq_r wmputatw_s i, th( .shock

buffd region compare well with cs:p_rim(,l for th( co, vel_tio,al atr-

foil. th _ lhi,-la.ut r ?;avte r-,qlok_ .scomp utatio_s do , or. Th tse fi, d-

i,g.s are discu.s.s(d ,t cot_,(cttot_ with possible mechanisms tmporta,t

in the onset of shock buffet a,d the co,.sl1_ttol.s imposed bu c, rl_nl
n m, e rical m ode lmg t( c h _ iq ¢, .s.

Introduction

Shock buffet or shock-induced oscillation (SIO) is large-scale flow-induced shock mo_ion

lhat inw)]ves alternating separation and reat.tachnlet_t of a boundary layer. In sew_l'a.l recen!

cOnllmia.tional studies, prominent features of the shock buffel of the 18-percenl.-thick circular-

arc a.irfoil haw" been compu!ed with Navier-Stokes and thin-layer Navier-St.okes codes (refs. 1

a.nd :2). Those studies highlighted the sensitivity of this I)rol)len_ to the lyl)(' of !.url)ulence

and flow model and tile in|l)orl.ance of shock and tra.ilil_g-edgc separal ion in tile OllSet of shock

blllTe|. Although details of the shock buffet are _,nsitive to these factors, all conqmta.tions

ha_,e computed the onset Mach number for the circular-arc airfoil quile accuralely. After the

comprehe_tsive time accurate calculations made for the shock buffel of lhe 18-percenl circular-arc

airfoil in reference 2, a.n assessment using current melhods aim turbulence models of predicliw _

capabilities for several more widely used airfoils was undertaken. The present reporl shows the

results of a. computational study of Ibis problem wilh both !he interactiw _ I,oundary layer 1BI.)

method aim a thin-la_er Navier-Stokes (TI,NS) code.

The l_hysical mechanisn_s iml_ort.ant in this probleln can be investigaled fronl a variety of

viewpoints, l"or instance, shock strength is implicated in the idenlification of a. Math nunll)er

range ahead of the shock for the 14-percen! circular-arc airfoil in which shock buffet occurs

(ref. 3). Geometry and trailing-edge viscous-inviscid intera.ct.iOl_ play a role as well. The

18-percent circular-arc airfoil has trailing-edge separation prior to shock separation and shock

buffet Oll_'t. (ref. 4). Trailing-edge _,paralkm has long been associated with the ol_set of shock

buffet. (See refs. 5 and 6.) Shock I)ulTel for this airfoil is anlisyminetric and displays hysteresis

in the onset Mach tmml)er range, the la.tler of which is discus,_ed in reDrence 7 in connection

with iIw coalescing of a shock and trailing-edge separation. Queslions remain, howew_l '. as Io

llle iml_orla.nl l_,_chanisms involw, d for other airfoils. For insl.ance, the NA('A 0012 airfoil has a

much weaker trailing-edge separation it, the onscl, region and experiences one-sided shock buffel

(wf. 8). Nor does onset for this airfoil have a. hysteresis in Math nunll)er, and i! does nol

a.pparel_lly display the SellSiI iv ity of the shock I)tlffet range on Hey holds ll/llllt)er i hat is evident

for l.]le 18-lmrcen! circttlar-arc airfoil (ref. 8).



Experimental measurenlent of shock buffet, onset is of course complicated by external effects
such as wind tunnel noi_, Reynolds scaling, and walls. However, experiment and several

computations show t.rm_sonic Mach nulnbers within an angle-of-at.tack envelope for the NACA
0012 airfoil where shock mot, ion intensity and chordwise extent change from a localized shock

oscillatory (or steady in the case of the computations) to a large-scale motion displaying limit
cycle behavior. This has been studied experimentally for the NACA 0012 airfoil in reference 8.

which represents an effort to provide quality steady and mlsteady lifting surface results with
minimal interference effects. In the test. of reference 8, turmel walls were contoured to match free

air streamlines for nominal test conditions derived from Navier-Stokes computations. A much

less extensive study of the NACA 0012 airfoil has been presented in reference 9, which also reveals

shock buffet behavior. Reference 10, in contrast, presents experimental data from a slotted-wM1

wind tunnel for the same airfoil and ra.nge of conditions that are steady. Experimental studies

through the onset Mach nulnber range for several supercfiticM airfoils confirm that these airfoils

can also experience shock buffet, (refs. 9, 11, 12, and 13). In summao', although difficulties

remain in wMfying onset and sorting out. the variotts extraneous effects, it. is clear that under
the right condition,s some conventional and supercritical airfoils experience shock buffet.

The computatiolLs vary somewhat for airfoils other than the 18-1)ercent circular arc. Steady

interactive boundary layer and Navier-Stokes solutions of the NACA 0012 airfoil have been
l)revioIMy published (e.g., refs. 14 and 15) and colnpared with the steady data of reference 10.

Shock buffet interactive boundary layer computations for the same airfoil have been shown in

previous pul)lications with a time accurate integral boundary layer and the classical transonic

small disturbance (TSD) equation (ref. 16) and a TSD using an Euler-like streamwise flux and
a steady integral boundary layer (ref. 7). This last reference has identified the onset, behavior

for the NACA 0012 airfoil as a tlopf bi%rca.tion point where the solution changes from an

equilibrium point to a limit cycle solution. The critical point or onset location is the point
having a zero amplitude limit cycle solution. Whether a supercritical airfoil behaves like a

convelltional airfoil or like the l_-percent circular-arc airfoil in this and other respects, however,

remailrS to be ascertained. But the fact that the interactive boundary layer approach has given
shock buffet, onset for the NACA 0012 airfoil thai. compares well with (.he on_t of reference 8

(e.g., refs. 7 and 17) encourages one to pursue further investigation with this method. Although
it. is generally accepted that the boundary layer assumption is violated in many problems of

this tyl)e, the interactive bomadary layer method does make possible a broader study of the
problem due to its efficiency. That is done here with a recently developed interactive boundary

layer method using the CAP-TSD (Computatiollal Aeroelasticity Program) potential code with

a modified streamwise flux (ref. 18) and an unsteady compressil)le boundary layer solved in
finite difference forn,. This method is shown to give w_ry accurate results for many widely

used attached and shock-separated steady test conditions. Comparisol_s of wall shear, boundary
layer velocil, y profiles, and pressure dist.ributiolLs are shown to match well with experilnent and
Navier-Stokes results. In view of the sensitivity of the 18-percent circtdar-arc airfoil shock

buffet to turbulence and flow model, comparisons of shock buffet ol_set for the NACA 0012

airfoil using _veral turbulence models are shown. Results are presented for _veral variations

of the k-; turbulence model. The k-_s turbulence model embodies more flow physics than one-

or zero-equation turbulence models and is applicable to boundary layer dolninated flows. It,

allows solution of the turbulence equations to the wall including the viscous sublayer and also

allows modeling of free-stream turbulence and the effect of varying surface roughnesses. This

allows the effect of these modeling parameters on shock buffet onset to be investigated. The
shear stress transport form of the model is used to compute details of the shock buffet, of the

NASA SC(2)-0714 airfoil (ref. 13). Comparisons with the experimental shock buffet data at high
Reynolds numbers of reference 13 are shown a,l several Reynolds mnnbers; this represents the

ilL'st numerical sl udy of the effecl of turbulent boundary layer Reynolds lmmber scaling on shock
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buffet onset. The wind tunnel walls are nol modeled compul.ationally, and wind tunnel effecls

are only considered when using standard corrections to Math nunlber and angle of attack.

I'revious unst,eady t.hill-la.yer Navier-Stokes shock buffet, resulls for a c(mw_nlional and

SUl)crcrit.ical airfoil using the Ba]dwin-Lomax nlodcl and flux differences using artificial smooth-

ing were shown by other authors in references 9 and 19. In t.he presenl, efforl., the Navier-Stokes

siinulation of shock 1)tttfel, flows about these airfoils is made with Roe's upwind splil, flux differ-

encing and an advanced turbulence model. Thin-layer Nax'ier-Stokes COml)utatiotLs are shown

using the Menter J_'-_ shear stress transpor! (S,qT) and the Spalart.-Alhnaras (SA) t.url)utence

models. Thin-layer Navier-Stokes resull, s wit.h a sleady separat, ed shock are shown thal coin-

pare well with the sl, eady interacliw- boundary layer resulls; these are followed with thin-layer

Navier-Sl.okes COmlml, al.ions m l,he shock buffel onsel regions of the two airfoils. The effect of

l ransition loca.tion in the shock buff_'t onsel, region of lhe NACA 0012 airfoil is aim exalnined.

First, the equal.ions and some perl, illellt theory behi]ld lhe melhods and turbulence models

used in this study are giw_n. Then. the numerical method of lhe interactive boundau layer model

ks described. Last., computal, ional results and eomparisolL_ with experiment are presented.

Leading Order Matching and Boundary Layer Equations

,,ks l.he starting point for obtaining the boundary layer equal.Jolts, t.he Navier-Sl.okes equal ions

are nondimensiona.lized I)y the airfoil chord c* and the free-st ream densi! y. w,lo('ity, and vis('osiD.

/*denoted bv_ tJ_. , l'*x, and Ix , respectively.. Nondimensiona.l variabh,s arc defined by

/ glyg ,i¢ *

I -- C* .,V= 7" 7 - ,q=

?*L ] 7<-

4- g
P P* - Px I t*

P = _ P = • • r.2 It =x I:x:x tl'*x

where u is nondimensional a'-velocil.y component and v is nondimellSional y-velocity compone|,t.

Because of the dependence of the resulling equal.ions on Reynolds mmd,er, tie = p*{_.*xc*/ttx,

l,he unsteady compressible boundary layer equal, ions may be obtained upon expansk)n of

quantities in t.erlns of successiwqy smaller orders of the para.met,'r ¢. The t_oundary layer

w,rlical scale is defined by !/= (}', for a constant y a.s ( _ 0 and streamwkse extent of O(1). In

the boundary layer, expansions for wqocilies, l_ressure, density, temperature, am] displacetnell!

thickness are

u ..,- I: 1 + (l,'.2 + • .

p-,, I_1 + ( tz2 + ..

T ,_ O1 -t- ¢0"2 q- -..

" _ ' Vl + F {':,+ ...

p--- I_'1 +¢R2+...

b --. _gq +-..

l)isplacenlent thickness is defined here as

i_l = _X l - ( t_ll_--------_l_ dY
• p, u, /

where lhe sut)scrip!. _ refers t.o vahJ_es at. l.he I_oundary layer edge. _lb match with the boundary

layer, outer flow ¢lua.nt, ities are expanded a.s

3



P _PI+6P2+'" " P'_ Pl+(P2 +''"

T ~ 7] + C/:2 + ...

For the present purpose of obtaining equations usable ill solving an airfoil problem, the boundary

layer equa.tiol_ are Favre mass averaged and thei2 Prandtl transposed. The coordinate and

velocity definitions are Y = -t-Y:t: + /;'±(;v,t) and V1 = +V + U1F±_. + F+I for the upper and

lower surface boundary lavers, respectively. Here the airfoil surface height is defined as f+ = cF+.
The boundary layer equations remain unchanged in form, whereas the inviscid velocity injection

after t.ransformatiol_ has the changes t.o be noted subsequent.ly.

The equations are t.ra.lLsformed using Levy-Lees variables. The transforn,ation is

v+- j0 Rld 

an d

/) = PI 0 = @1

where o I -----2_, The boundary layer equations become

[(t + tT)F.] ,J-

p_O_l.Op( - VI_}; - °t_} + P_']t + F_ = 0 / (1)
pq = 0

In these equations I = pt t and 17, = pitT, where it is molecular viscosity and tiT is eddy viscosity.

The complete set. of adiabatic wall boundary conditions at 7/+ = 0 are F = I," = 0, pu-l- = 0,
and 0 u = 0. In the wake, tile boundary condition is Fu+ = 0 for a symmetric wake at 71+ = 0,

whereas an additional equation, such as _-molnentum, would be required for an asymmetric
wake.

'File leading order matching conditions can be rewritten as

F(,_,q.+,t) = u|(,r, 0+,t) = 1 + o_.(x,Oi.l)

d

(2)

(;_)

a.s 7/4- _ oc an(1

p(_,_) = pl(_,,0+, t) "1,
(4)f0(_ 71+,t) = Tj (x, 0+, t)

where (u, v) = VO. In e(tuation (3), t) = v_ /_'/_t I _ 0) d7/. The leading order inviscid injection
' p_ J0

velocity is now

.. ( :4-d(p_u_[_l) f _ }Ou(z'O+'t)= [ _a" _: [Rlt(a'._'.t)-p_t(a,,O,l)]d_" p,-l+f+.,+f±t (5)
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as Y_ -- ,_c.. The plus and minus in equation (,5) refer to the upper and lower surfaces,

respect, ively. In t,he COmlmtalions that follow we sel f+t -= O.

Boundary Layer Turbulence Model Equations

V_mables are nondimensionalized in a manner identical to the boundary layer equalions,

with turbulence kinetic energy and specifc dissipation rate nondimensionalized bv_ _l_*:_.xand

l"* /c* respectively. The resulting equ_t, iol_s are l:a.vre mass averaged and the nondimel_siona]

k-_ equa.t, ion.s reamed in the same way as the bounda, ry layer equations with lhe largest order

terms retained. The equal, ions are lransformed with a steady Prandtl irailspositk)n given in the

previous section.

Transformation with boundary layer variables defined in previous section brings the equations

into a nonasympt, otic nonsimilarity form that is con|l)atil)le with lhe boundary layer equations.

The form of the equations is

,I-'7= - + 7,1 (l + (Sa)

., l ok, # f 1
d_ f_,- al;]l ..¢" + 2Reo.,,., f'l + L¢'+ cr,c.,,IT) (6t)).-7-- .,j .,,

where t.he tratL_formed convectiw' derivative is defined d( )/dt = ,,l(O/Ol + l"O/O_) + t-O/#q.

The first two t.erms on the right, f'_. and )_., are t.ransformed turbulence production due to

mean flow gradients with Reynolds stresses replaced by using lhe Boussillesq a.pproximalion.

The tensor form of the production lerms (in terms of physical quantities) is given by

ot)
t_. = l_ij Oa:i

Rij = UT,q'i j -- _kc_ij (7)

t_, = 3. Oa'i

where ,%'ij is the mean velocity rate of strain t.en_)r and Nij is the modeled |_eynolds stress.
In lhis study, only the leading order boundary layer production terms haw _ been relained.

Furl.hernlore. lra.nsfortn_l.ioll of these equations results in velocity as well as density gradient

terms arising fi'om the normal Heynolds stress production lerm. The l)art of this production

term involving density gradienl ha.s also been neglect,ed t.o simplify t.he expression: this is justified

because the effect, of density gradients is expect, ed to be relatively small in the 1)l'_ellt tra.lLsonic

a.pldications. AI_, in many models, the effect, of the norlnal Reynolds stress production is

lwgh'cl.ed altogelher, a.lthough in the present implementation the contribulion due t.o velocily

gradient has been retained. This is based on the observation of Delery from experimenla.l data:
lifts comrilmt.ion due to velocity gradient, can become important in shock _paral.ing flows. (See

ref. 20.) The remaining terms on the righ! of equal.ions (6) result from diffusion and dissipation.

After _)lution of the complete equation set,, the eddy vi_'osity is found by /22-, = t{e /_'/_'.

Note thal this t, qual,ion set treats eddy viscosity as a scalar quant,ity and. lherefore, does nol

correctly incorl_oI'a.t,' the relationshil_ between ((r') 2) a.nd ((ur):_): this can tw imporlam at a

shock separal tort.

Va,rialiolls of lhe /,:-_ l,urbuh-nce mode] can be created frolt_ equal, ions (6) hy using differ-

elll, sets of coefficielll,s. The three varia, tiolls of t,he /,'-_ t,url)ulence model and lhe coelTicienl,s

used in each is summarized in table 1, The first variat,ion is the Wilcox /,,-,. model (with F 1 in



Table1.('oel[iciems for P,oundary Layer Two-Equation Turtmlence Model

Mo (leI n a_... o_... 3,,

k--._' 1 0.5 0.500 0.750

h*-w/k-¢ 1 0.5 0.500 0,750
2 1,0 0.856 0.828

S ST 1 0. _5 0.650 0. 750

2 t.O0 0.856 0.828

equa.tiolts (6) _t to 0). The second set is the k-w/k -__ model. In this variant the k-w model is

used near tile wall, whereas tile k-g model is u_d in the outer boundary layer. Tile k-e model

is activated by' the factor FI in equation (6b) (with FI = 1). The coefficients of this two-layer
variation are

rq.. 1 = 0.5 o-_, { = 0.500

at. 2 = 1.0 a_, 2 = 0.856

3* = 0.09 _ = 0.,11

¢31 = 0.0750 /

/32 0.0828

(s)

for n=l,2. Tile k-,_' model (flint variation) uses the first. _t. of coefficients (n = 1). In the

two-layer model (k-,s/k-c), the coefficients of equations (8) are blended from layer 1 to 2 by

using the function

= ({ + =

The blending function is determined from F1 = ½[1 -4-tanh(a.rg 1)]. Menter and Rumsey give a

function for arg I involving variables y, w,v, k, and other constants. (See ref. 21.) In the pr___ent

method a simple expression is u_d ba._d on boundary layer thickness that maintains a nearly

constant relative location (at approximately the center of the boundary layer) and width of the

t.rai_sit.ional regiou. The blending function for several representative velocity profiles is shown in
reference 17.

The third turbulence model is the SST model of Menter. (See ref. 22.) This model is based

on the observation that in an adverse pressure gradient., the ratio of turbulence shear stress to

kinetic energy is nearly constant. Although not applicable to wake reattachment, wall jets, or

fl'ee turbulent flows, it should give good results in the present, application. This model is again

a two-layer model compo_d of equatiolLs (6) but with the coefficients for layers 1 and 2 now

given by

crk, 1 = 0.8,5 o'_, 1 = 0.650 :3{ = 0.0750

eQ.,.2 = 1.00 a_,2 = 0.856 :_2 = 0.0828

The key difference of this SST model with the previous two models is it, s behavior in an adverse

pressure gradient, where the model switches to a shear stress transport, model with 7" = alk;

this is accomplished by defining eddy viscosity by

VT --
a l k I'le

lna.x (a 1,,.:, F2_)

with the constant al = 0.31 identical to tile value used by Menter and Rumsey (ref. 21). Tile

vortieity Q is given by Ou/Oy. In the present formtdation F2 equals 1 throughout the boundary

layer.
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Wilcoxin reference23showsthroughanasymptot,icana.lysisof thedissipationra.l,¢,equalion
thai a ha.lanceof t,hediffusionemd dissipa.tion terms in t,he logarit, hmic region of an at, tached

tlll'lnl]t'lll, boum]a.ry as ,q+ _ 0 yields

k = 0

This boundary condition is valid for tile law of the wall and consistent with vinous sublayer

l)eha.vior. In a separated turbulent boundary laver, the law of the wall is no longer uniformly

correct., although t.he prevailing condition of a back flow region is one of turbulence interacting

independent of mean flow ( refs. 24 and 25). The same balance of terms gives lhe same result with

k _ (!1+) '''7 for W required to sat.isfy outer back flow boundary conditions. The sa.n|,> expression

is, thus, equally valid for attached and _'parat.ed turbulent boundary layers. 11 should a.lso model

viscous subla.yer behavior wit.hour, resort.ing to iml)lenlenl.al.ion of a. wall fllnction or damping

lerms. In lhe present applica'{ion, a variation of an al)proximat.ion suggest.ed in reference 26 is

used. in which the dissipation rate aJ. tile airfoil surfa.ce is given by

60// (9)

ff)r normal mesh spacing -M / a.t the base of the boundary ]a.yer. Sett.ing /% = 1 sinmlates lhe

effect of a smool.h surface, whereas smMler va.lues sinmlat.e increasing roughness.

AI. the ouler edge of lhc boumla.ry layer (q _ x.), a condition that, al h-a.ding order, k and ,,,'

remain finil.e requires t.hal either t.heir firsl and second derivat.iw's ill q tend to zero or thai the

two pa.ra.melers be specified. One proposal (ref. 23) is to iml)O.'_ _ a. zero gradient condilion a.1.

tile out.er edge by solving t.he following equal.ions:

t", _ = -,3,,; 2

d,_"

I'; e<7=-;_*a:'_

In this study the vahles of k and _' are specified upstrea.nl and at. the outer boundary layer

edge. This location makes nonzero turbulence energy and length scale gra.dients a.l the

out.er edge t)ossible but. does result in rapid convergence. One .,_)lut.ion of th(_e equations,

_,, V, [,3<_,(</<,, l)]-I and a, = (' <,7_e/_(,_ == -- IF] 2 /_o- 1) -'_*/'_ wit.h F, Constanl. ca.n be used

as an a.l_l)roxitl|at.ion for a. more general case with (o a.s a.n arbitrary constant of ini.egratioH froln

which the initial value w(_,) can be set.. This solution represents a modeling of the decay of

grid-generated turbulence of a flow moving at a. uniform speed and therefore is also indirect ly

dependent on t.he upstrea.nl boundary of the solution domain. In a.n interacting boumlary layer

the t)rol)lem is sin|l)lified. We can arl)it.rarily ,'_q ,5,,.,= 0 (i.e., airfoil h'ading edge ahead of the

bounda.ry layer) to ensure consisl.ency of the results t.o follow for all grids.
.)

Ill a. perlurbat.ion ana.lysis of the defect layer equatiolls, Wilcox (ref. 23) has k ,x u r
.)

and w.:x Ur/U,b in order t,oreturn an eddy vi_'osit.y proportiona.lto u,b. The dissipalion aml

t.url)ulence kinet.ic energy then are found by

4 IT,,,/pt
_ -- (10)

v/T%

a.nd ,_' is derived by assuming a.n algebraic model va.lue of eddy viscosily al the out.er boundary

layer edge. In equation (10), r,,. and u,b are implelnent.ed in a. somewhat arbit.rary wa.y:

7



"u_6= 5all/2Re -1/2 and r,, = 5Ol-1/2He -1/2. The outer boundary" value of kinematic eddy'

viscosity as used here is given by vT = (10)mVT0 (m = --1, 0, 1) and vTO = 0.089maRe 1/2. The

parameter m allows varying the flee-stream kinematic eddy viscosity and kinetic energy.

Thin-Layer Navier-Stokes Turbulence Model Equations

Two turbulence models are used in the thilMayer N avier-Stokes computatioI_s. They are the
Menter SST version of the k-_, turhulence model and the SA model. The lnanner in which the

k-_' lnodel is implelnented in the ttfin-layer Navier-Stokes code differs in several ways from the

way it, is implemenl,ed in the interactiw_ boundary layer code. For that reason the k-_' model

equatiolts are repeated here. The k-w SST model equations can be written in the form

Pg7 + = R'e-m- Re+ (, + Re-

c3_ O_ 1 cOk O_s

p"_" + puj Oj.-"7 = P,: R,e -1 - 3pw 2 R,e + 2pty_, 2 w OJ,j Oxj F1 Re -1 (11)

0[ l+ _ (t, + o_..,,Vr)_j Re-'

The eddy viscosity is given by

PT=min (f_ _'''alpkRe)QF2

The production terms are approximated by

Pk = p 7'Q 2

p_, = ,)pQ2

where Q is the magnitude of boundary layer vorticity i-)u/O'9. Note that this differs from

the production terms /Lsed in the interactive boundary layer method where an additional

production/destruction term is included. The effect, of the difference would be to reduce the

turhulence production in a favorable pressure gradient in the interactive boundary layer solution

relatiw _ to that of the t.hin-layer Navier-Stokes solution. The constants are calculated from

0 = (1 - F1)01 + FIO.2, where Pl and 02 are the constants given here:

50 (}p

F 1 = _ R'e-2

f 2,_2
C'Dh.__,= max _p -_

F2 = tanh II

4per 2k

I'2 = . .2C D
Y ' k-_

Cgk O_' )O.vj Oa:j' 1 x 10 -20

II = max(2F3,F1)

Jl = 0.0750

/32 = 0.0828

F 3 -- [{e- 1

(12)

8



Not,e thal oneof the coefficientsand the bh, nding function used in this implenwntation (lifter

fronl that u_'d ill the interact,ire boundary lay_'r inq_lementation.

The SA turbulence model equation is

0-7 + uj --Oa,j = (7/,1( 1 - ft2 )fib

+ + \7/

(),2_ O"2_ -1
'P.%TY---'W_ R._

cr Oa" j 2

+ ;-_ [. + (1 + c'_2),'_]_j u_-'

Re- 1

(1:_)

The following definitions are us:d in this equation:

f/v = ('ta exp(- ,¢4\'_ f,, = '.1

g = r + (-',,2(r (; - r)
((4;) 1/6 }

1 +..,a

.@ + (-q_
w3

/5

r -- ,_,h:2 d 2 F{e

(14)

W}I_ rip

vfv2
"q'= fva f_ + -2d2Re fva =

1
ft."2 :

( 1 + \/C,2) a

Eddy viscosity is calculated from the equation

(1 + \fvl )(1 - fv2) )

/ (15)

Itt = /,i/f,,1

Wh(_ ro

f lJ [ --
\a + (;,la x - 7,

The consta.nt.s are

('/,1 = O. 12{55 rr = 2/3

(-',,,2 = 2.0 (-'vl = 7.1

( ),1 l + ('t,2
(',,, 1 -- 4-

I; (7

('b2 = 0.622 t," = 0.41 (',,2 = 0.3

Ct:_ = 1.2 ('t4 = 0.5 ('v2 = 5.0 (1(_)

AdditionM details on the thin-layor Na.vier-Stokes equal.ions and the tmmerical nlcll,od u.-,,d can

he found in reference 2.

Numerical Method for Interactive Boundary Layer Equations

The quasi-simultaneous intera.clive I_(mnda.ry layer method a.s iml_lement, ed 1,v I);,vis and

\_i_rle has been modified for the present application. It ('OUldeS the unsteady I_oundary layer

9



equa.t.iolussolvedill finit.edifferenceform and tile CAP-TSD potential code via. a consistent

matching condit.ion and interact, ion law. The TSD solution uses a streamwise flux that

approxinlates an Eu]er flux lo several orders. The turbulence equal.ions are decoupled from

the boundary layer equations and solved firs! al each time st.ep 7_+ 1. Mean flow values a.t the

previous time st,ep ,t are u_d in t.he turbulence model computa.t.ion. The equations are solved

with full implicit finite differencing. Both the st.reanm'i_ and normal derivatives have upwind

differencing to enhance diagonal dominance, and the nonlinear coefficients involving k and _ are

lagged a.t the previous time st.ep, giving the t,urbulence modeling first-order accuracy in time

and space.

Mean flow quantities u_d in tile turbulence equations and the values of k and _ actually

used ill computing eddy viscosity have also been found to resuh, ill a nlore stable boundary

layer interact.ion if slnoothhlg is applied. An averaging function of t.he form _ = Eo_ is used

with summat.ion over 6 to 9 adjacent grids. II, computing equations (6), • = [F, V] is replaced,

whereas in computing eddy' viscosity, <I' = [k,w] is replaced with averaged va.lues of <I,. Note

thai. in _tettber of these cases is l.he artificial smoothing applied to either the boundary layer or

lurlmlence field solution directly; thus, the form of the leading order equations (eqs. (6)) being
solw'd is maintained.

For t.he compulal.ion of the fhfite difference equat.ioits, the following terms are defined:

_li °It _ °It-- a,2i -- "53 i --
3,_i :-X_i+l

1 (_l..._...j._ _ti

2,3,_i

dlj = 1 _ 1 7j --
_qj-I d2j = _71---7

1 ( 2M?j 2M/j_ 1.)J-- 2.._7/ave \a-_Tlj-1 .-_qj
l"

_j _ 1 7j - 1
_71av_qj J3alave571j-1

(_'li

At

..Xl/j _ 1

21-_71j,a-_qav,

--._7lj

gj = 2,_7/j_ l..xT/av_,

The mesh spacing functions are defined by'

and

1

= 7 (z,lj + .x,jj_

The boundary layer equations are finite differenced as follows:

('oil t inuit y:

_lj(_)j+l .:,,+1 + .ij_l)=-_i(F/_+l} + _ )-_ ,:j_l)+_i([7:j+l V'.-t-1 _9-_ 1' 1)

10



X- | llOll|ell | u Ill

_ F.+l- )F:!+I + Lij-l/2iJ 'ij-Il i.+l,2hjF_(+.] (Lij+l/2hJ + Lij-l/2ij +'dai - 2A_'n+l" u"j / j±

, , n+ltT._'.n+l _ _ _ Fq,+ " _n+l 7,,n+l+ AFij ' J'ij+l + fj_)j+l + gJiij-l)- li_+l[A'_12J(-ij+l - lij )

+(1-- A)dlj(lij -

.7_.+1._ ...+1 _ _ i..+l _/!+1 - F.+I_F,(+I
+Ar.i _:;,.. + fjl_j+l+gj ij_l)_ [Ad2j( ij+l u )tj a U+I IJ

+ (1 A)_llj(t'_'_ +1 _,,+1 a'li 0''+1
-- -- " ij-l)] p(O, (PI71- I'i_-+Ii)

= a 7..,,+ l, -:- f,,+l -- ,_,,+l _ i'-.,,+1 iT_.,!+l - .';'.,,+l _:!+1
"'_ij t¢J'ij+l +J)_ij 'k[Ij_ij-1)- ,) [_d2j(Pij+l- u )

+ (1 - )_)51j ( ?/)+1 _ _,,,,+lij_l)]

+ A_'"+I_ '''+1 + a3t:ij + (l --

_'-11 lOlllell 1,11[ 11;

where L = 1+I T.

shown nex))

alld

Pij+I -- Pij = 0

In lhe X-nloment, um equation (and the turbulence model equalions 1o ])e

]A ,ly:,+l i, 0
_j

[ ff.,,+l ]
,a

,_ = max ,<,!+l ,.0
I_ I_j

The lime rel)resenls 1,he value from the 1)revious iteration. The matching COlMition is differenced

as follows:

tjlUaX ',L._l] \ 'ijmax U max-I

_[ @ b) nq-. @ ..1_b) ''-kl ]=_i p' "' + "; - p' " i-lJ

The t,erm 0 is explicitly inlegra, l,ed through the boundary layer a,nd is treated a.s a known quanti(y

al each inversion. The interaction law is of the form

.,,:'+'=(-'q+ r)-,.(.,.,q+')

where (--rand T)" result from the inviscid governing e(lua, tion. Slrpa.mwise sweeps of lhe I)ouml-

ary layer are performed. AI, the outer edge. the X-nlonlenl, un| equal, ion is replaced with lhe

11



interactionlawand the Y-momentumequationreplacedwith the X-momentumequation.Tile
turbulencemodelequationsaredifferencedasfollows:

- 1 _ ,.+1 - _" * " _.37_ 1 7 ,.+1
""_ij+]/2 jwij+l + (Lwij+l/'2hj + Lwij_l/.2tj + a3i + ¢_li i{ xij _.1 - Lwij_l/.e'j""ij-1

+ , .,+,,j )+(a-a)du(_'})+ - 0-l)]

[,.r 't'a ' n+l _;/+1 l) + _ ,.+1 )] ---- _ + a:D_i j+ ':jL: l:t,_:j - (l :,)_,.2:(_/'++_- ,,,:j

all d

7" .n.n+l _ ":: tii wijJa!ij -- Lkij_l/2t j- L_.ij+l/. e nj_ij+l + (Lt, ij+l/.: hj + Lt_ij_l/.2, j + a'3i + _ '3 " '" n+l _ 1¢i)+11

,n ~ _ .,n+l __ k.+l
+ _ij[/_d2j(/_':jk+ll -- ]c!'.+I),J + (t - A)dlj(/_,ij /j_l)]

+ C_.[Aal:(_./)+, _ 1,.,,+1) _ /.,,+l ,,+1 - _ .,,i-lj + (1 A)7/2i( i+lj - kij )] -- Pk + ":3i_ij

where L( ) = l + rr( ),l T. The parameters A and A are as defined earlier for the boumtary layer

equat.ioits. These equatiol_s are replaced at. the outer boundary layer edge with t]le l)oundary

conditions discus_d in a previott_ section. Solved in this forin, the equations decouple resulting

in two efficient scalar tridiagonal inversiolLs through the boundary layer.

One or two global subiterations of the turbulence equations at each time step typically are

reqlfil_d lo reach single precision machine accuracy. The complete code has been vectorized

with an average performance on a CRAY Y-MP computer of 41 Mflops, with the invi_'id

solver rettuiring approximately 150 Mflops and the boundary layer solver requiring approxinlalely

25 Mflops. Run t.imes for converged steady st, ate solutions aw sulnmarized in table _?. They

compare quite well with other viscous codes.

Tabh, 2. (:PU Lxecution Thues of IBL (:ode

Grid size

Q }re _,1" S (-,

meditllll

Fhm

Equivalent

('-grid

134 by 120

260 by 120

360 by 125

Compuler time, rain

x,%,,, ._X/ (a)

O.(B 0.015 5
0.015 0.008 20

0. 008 0.004 55

ate converge to within 2 perc,-nt oft/.

Steady Computations

RAE 2822 Airfoil

The accuracy of the interactive boundary layer model is assessed by comparing steady slate

computations with the data of reference 27 and integral interactive boundary layer and Navier-

Stokes results. The k-_v SST turbulence model is used in l)oth the present interactive I_oundary

layer and thin-layer Navier-Stokes computations. The experimental database for (:on|l_uler

Program Assessment (ref. 27) provides steady pressure, boundary layer, and wake dala for sev-

eral transonic cases. Those to be calculated here are AGA1RD cases 6, 9, and 10, which range

12



from therela,tivelyeasycaseto thefairlydifficult case10t,hathasquite astrongshockboundary
layer interaction.This lesl alsohaswell-knownI>roblenlsrelatedto tunnel interfi, rence, which

make corrections t,o lhe data necessary. Consequently, a degree of uncertahlty exists, especially

in ca._, i0.

Exl>erimental t.ra.lL'qt ion was fixed at. 3 l>ercent, chord. In the l)resent COlnput.a'tion.',, t.ransition

has been simulated by start.[ng the boundary layer .iust behind the leading edge with a very

smMl ut>stream eddy viscosity (or k in t.he k-_ model) and l>lacing COml>Utational wall surface

roughness, through t)oumlary conditions in the turbulence model, from 3 1o 5 percent chord.

The firs! cMculated i'eSl.llLS are for AGARD <'a,_- 9 shown in figure 1. |"xcel)l al the ul>per

surface leading edge where tile superiority of the Euler solution on a body-fitted coordinate

system over the present TSI) solution is evident, the present ('t' distribution is appreciably

bel, t,er lhan that of reference 2S using a.n algebraic lurl)uh-nce model. The shock slrength and

location using lhe present int,eract.iw" boundary layer Inelhod match experimenl very well, where

algebraic models lypically overpredict both shock strength and location. This treud is also

evident in the skin friction and dislda.celnent thickness distrilmt ions presented in figures 2 and 3.

The presellt, results in the_' figures ma.lch experiment ])etler ex('ep! possibly near tlle leadillg

edge. Otherwise, the recow_ry afl of the shock is st,ill slightly too slrong.

With l,his case, we can also make a. comparison of a<'curacy and eM<'iency for grids having

differing amottnl.s of grid stretching in the boundary layer. Figure 4 presenls c 1, distributions for

1)oundary layers having a.n average of al>l>roximately 175 and 85 boundary layer grids normal to

the airfoil surface. As shown in t.abh_ 2, the coa.r,_r grid reaches moderat.e engineering accuracy

fairly efficiently. For the sake of a<'curacy, all t.he previous and reluaming results are with the

finer I>oundary layer grid spacing.

2

.i
-1

p Present IBL (k-t0 SST) .......

-2 ilntegral IBL izero equation) (ref. 28) I I

0 .2 .4 .6 .8 1.0
X

Figure 1. Pt'eSbllt'+' co+'t[ici,:nt.s ['or RAE 2822 airfoil. A('ARD <'as,:9, al 31,.xv = 0.73.<_ = 3.1.q°, and |:{e = 6.5 x 1()+;.
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.006
© Experiment

-- PresentIBL(k-o_SST)
IntegralIBL(zeroequation)(ref.28)

.002 \\ J I- _ _ -_

I I I I I

0 .2 .4 .6 .8 1.0
x

Figure 2, Friction coet[icieut* for RAE 2822 airfoil, AGARI) ca_ 9, al ;'ff_'xl, = 0.73, _ = 3.19 °, and Re -- 6.5 x 106.

.03 -

.02 -

8

.01

© Experiment
--. Present IBL (k-o_ SST)

-- -- Integral IBL (zero equation) (ref. 28)

I I I

.2 .4 .6 .8 1.0
x

Figure 3. Disl_laceme,,t thicknesses for RAE 2822 airfoil, A(._ARD case 9, al 31,._.1, = 0.73,cl = 3.19 °, and
Re = 6.5 x 10 I;,

-1 _1_ 85 normal b.1.grids

I 175 normal b.l. grids
-2 I I I I I

0 .2 .4 .6 .8 1.0
x

Figure 4. Effect of botmdary layer grid stretching for AGARD case 9 at /LL.xl, = 0.73,ct = 3.19 ° , and Re = 6.5 x 10 _;.
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t_.,'sults u.,sing the' present iut_ra.ctiw _ boundary lay_-r m_'thod ar_" shown with _,xporha_'nl and

with other collkpula.t.iona.I result.s for ACA1H) ca.sv 6. As se_'n in figure" ,'). the p|'es_,n! resulls

a.r_' aof qtfi_e a.s good a.s the very good mat.oh of the previou._ c,_s_', a.l_hough lh_' d ispla.c_,nlenl

thickaess, seen iu figure' 6, apl)ears t.o nl_d('h ext>_'rht|elil well. Shlce tho t)res_nl, ll_'l hod employs

a finite diff,,renting ofl.he boundary layer, w'locity profih,_ ar_" a.lso presenled in figure' 7. Agaiu,

excel)! wh_re I)ou_lda.ry layer recovery is sonlewha.t 1._o rapid, lh__ result.s axe very good.

1

-¢p0

-1 _i_ - Present IBL (k-co SST). _

- Integral IBL (one equation) (ref. 15)

I-2 J I J
0 .2 .4 .6 .8 1.0

x

l:igut'+, 5. ['ressut_, <'<_++[tici++l,+for I'_AE 28;22 airfoil, A(+ARI) case 6+ al M,_+, : 0.7"25, _+: 2.9:2°+aud Re = 6.5 x 10I;.

.03

.02

.0!

O Experiment
-- Present IBL (k-co SST)
-- -- Integral IBL (one equation) (ref. 15)

//

.2 .4 .6 .8 1.0

Flour, _ 6. I)i,sl_lac¢'tne_l ihickuoss,,s t'_r RA E "287;2 airfoil. A(;At_I) ca_" 6. at 3I ._ = (I.7725, t_ = 2.!r2 ° . and R_' = 6.5 × 10 I; .
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.010

.008

.006
Y

.004

.002

0

.040

.030

y .020

.010

C) Experiment
-- Present IBL

.020

.015

Y .010

.005

.5 1.0 0

u/u e

.040

x = 0.900 .030

Y .020

.010

.5 1.0 0

ulu e

Figure 7. Boundary layer velocity proliles lbr A(;ARD ('a.,,v 6 at Ztle×l,

xo.j
.5 1.0

u/u e

X _ --

.5 1.0

u/u e

= 0.725,_ = 2.92 °,attd Re = 6.5 x 10 _;.

The conditions ,so far, with lnild viscous-inviscid int, eraction, have been quite easy. AGARD

case 10 is more challenging and takes 3 4 times longer t,o comput.e than tile previotrs cases. The

int.egral interactive boundary layer computations of references 15 and 29 are presented in figure 8,

and the Navier-Stokes comput, ations of reference 30 using the Johnson-King model are also
presented in figure 8. The computations of t.he other references are at M = 0.75 and a = 2.81 ° .

With the present method, at. o = 2.81 ° , the solution exhibited growing shock o_illa.tions and

required a reduction t,o o = 2.70 ° t,o reach a steady state. At. this angle, t,he present results

represenl, a vet)' good ma.l ch with both exl)eriment and the Navier-Stokes results of reference 30.

Finally, note that the accuracy of the pre_nt interactive boundary layer COmlmtations for all

these AGARD cases, which is superior to the integral boundary layer results shown here, may

sufficiently jltstify the presenl u,,_" of a finite differenced boundary layer rather than the empirical

and somet.im_ ad hoc closure relations used in integral botmdary layer methods.
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--Cp 0

-1

\\

) \

o ,,,
----- Integral IBL (one equation) (ref. 29)

-2 I I I I I
0 .2 .4 .6 .8 1.0

x

O Experiment ......
-1 _ . Present IBL (k-o_SST)

I N-S (J-K model) (ref. 30)

-2 I I I I ,
0 .2 .4 .6 .8 1.0

x

,.#..,Fh'tlr,_"8. Pressm'¢, coellicimJts for RAE 2822 airfoil, A(;ARD case 10. at 3i,.._t, = (I.75 and Re = 6.2 × 10';.

NACA 64A010 Airfoil

A slea.dy st.ale solution using l.he present int.eractiw" boundary layer method and the k-_'

SST model has been computed for l,he NA(:A 64A010 airfoil at, _tn angle of alt.ack of 2 °

_lx = 0.80, and Re = 2 x 1()(i. AI an angle of a.l.t,ack of 2 °, t.he computed flow field separates

over a.pproximately 6 l)ercenl of t.he chord, repre_nl, ing a. case for which t.he boundary layer

has significant shock separation and yet, the available experimental data. appear lo |)e st,early.
qhin 1Wet Na.vier-Stokes resull.s from using l,he k-_ SST turlmlence model and experimenl..

both from reference 21, are [)r_elll,ed ill figure 9 for coml)arison wilh lhe l)resenl,ly COlnpUl, ed

inlera.cl.ive boundary layer result.s. The presel]l SST nlode] resulls conq_a.re quilt well wilh the

Navier-Stokes results except near the leading edge and a.l, t,he shock local ion.
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1 X

0

-cp

-1 _ -- Present IBL (k-to SST)

I -- • TLNS (k-co SST) (ref. 21)

I I I I-2 t I
0 ,2 .4 .6 .8 1.0

x

Figure 9. Pressure coellicients for NACA 64A010 aM'oil at 31-. = 0.80.o = 2.0 °, and Re = 2 x 10 I_.

NACA 0012 Airfoil

The l)re_nt interactiw _ boundary layer and thin-layer Na_ier-Stokes computations both,

using the k-,,,' SST turbulence model, are presented for a steady condition of reference 8 near

shock buffet onset. The thin-layer Navier-St.okes computations use Roe's flux difference sl)litting

wit.h up-wind biassed third-order differencing and flux limiter. Multigrid is used to accelerate

convergence 31. each time step. The k-w SST turbulence model tLsed in the thin-layer Navier-

Stokes computations is identical to that of reference 21. Tile only structural diff¢,rences between

tha! and t.he pre_nt int.eractive boundary layer inlple men tat ion is the inclusion in the interactive

boundary layer model of the probcavier-St5723 0 TD /SI 8 Tf
Wrmle

to diefere_ve

in the
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This c_se,just below the eXl)(_rimental shock bulT(_t onset of rel_rence _, is pre_ont,_-_d in

a.nt, icipat, ion of the unsteady c()mpul.ai, ions shown ll(_x(. Although the t.hin-lay_'r Navier-Slokos

and interactive homldary lay_'r COmlmial ions of i h," shock buffet for i.h(" sup_'rcriiica] airfoil show

good a,gI'eement., the shock buffet COml)ul.aliol_s for l lw NACA 0012 airfoil with the two methods

are shown next i.o giw' considerably different results.

Figure 10. Near lield of (hin-lap'r Navi¢'r-Siok¢'s grid.
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Figure 12. Boulldary layer l)roliles for k-,.,,' SST model at M-, = 0.775,_ = 2.()5 °, a,d R_' = 10 × 106.
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Unsteady Computations

NASA SC(2)-0714 Ai_ffoil

The present in[ erac tive boun(lary layer and th in-layer N a_" ie r-Stokes rn elho ds ha_'e been used

to COlllput, e in rile shock buffet onsel region of tile NASA SC(2)-0714 airfoil, corresponding 1()

Mexp = 0.74 of figure 13. Thi' conditions shown in that figure are fronl the ext)erimeIltal (tala
set discussed in reference 13 from a high Reynolds numt)er wind tunnel test conducted in tile

Langley 0.3-Meter Transonic Cryogenic _[unnel. Tile purpose of this test was to provide dala

of tra, nsonic conditions of a fixed and pitching NASA S('(2)-()714 airfoil through a range of

I{eynolds numbers. Reference 13 documents cases for fLxe(l a,ngles of attack from thai tesl. SOllle

of which show shock buffet. The_ data are significa, nt in the pre_mt cont,ext not only becau,'u,'

shock buffet is displayed })Ill I)ecatr'_e a, slight Reynolds scaling is revealed in the on_,t location.

The data require, however, significant correction for wind tunnel effects such as downwa,sh or

Mach number. For instance, ba,sed on the theory of reference 31, a.t c I : 0.93, lhe angle of

attack con'ecled t,o account for induced downwash wouhl |)e A_ : -1.6 °. The correcled Math

nuln|)ers for this wind tunnel are fotmd in reference 32. Only the Mach number corrections are

used in the computations io follow.

The experimental conditions showing shock buffet are ca,ses 5 and 7 in figure 13 which are at

Mexl) = 0.74. o -- 3.0 °, and R.e-- 15 x 10 (i and 30 x 10 (i, respectively. 'l'ho_ experilneUta] da.la

display a, Reynolds scaling effecl in |,lie location of the shock buffet on,'t, a fealure Iha! is also

shown in tile [)resent computa.tiolL_. In the computations that follow, lhe critical l)oinl a! which

el|set, occurred was found by increasing the ealgle of attack by increnlenl,s of [).'2 ° unli] onset

occurs and inlerpolating to the bifurcation point. The bifilrca.tion point location was inferred

by the relative decay or growth rates of the shock oscillatiolJ at succes'_ive angles of allack. To

assess the sensitivity of these comt)u|ations to the grid used. t]lis l)rocedure wa,s r('t)eated with

[he three grids (liscus,_'d t)reviously. The |)uffe[ boundary wa,s [(lent ical for all io wit hin ±(/. 1°.

Ba,_'d on this r_ult, the shock 1)uffet interactive boundary layer ('OlllputatiOllS Wel'C llla(]e wil h

I he finest of the three interact ire boundary layer gricLs.

O Cases 1-3; Re = 6 x 106, 15 x 106, and 30 x 106

[] Cases 4 and 6; Re = 15 x 106 and 30 x 106

'_ Cases 5 and 7; Re = 15 x 106 and 30 x 106

1
.71

_F_timated experimental

I I I I I

.72 .73 .74 .75 .76

Mexp

Figure 13. Exlwrhtwnlaldata (ref. 13) tor NASA S(!(2)-0714 airfoiL stead 3 and unsl+'ady ('a+',,'.',.
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Interactive boundary layer results shown in t.he figures discussed subsequently are compared

wit, h experimental data from reference 13. As seell ill figure 14, computed onset is very near

t.he angle of a.l,t.a.ck of the experimental shock buffet a.t _ = 3.0 °, but the solution reveals a

slight Beynolds numl)er effect,. This effect is made clearer by the unst.eady pressure coefficient,

moduli plotted in figure 15 for solutions at successive angles of at, t,ack. Quite near buffet onset, a

difference in intensity a.t different Reynolds numbers exists whereas deeper into buffet, difference

diminishes. The similarity of the solutions near buffet, onset with the data shown in figure 16

suggests that t,he experimental conditions are also very near shock buffet onset. Figure 17

presents computed and experimental upper surface inean pressure coefficient distributions for

cases ,5 and 7. The compul, ed mean cp chordwise distributions in figure 17 and the nomm.lized

ulLsl.eady ]b't,] distribut.iol_ in figure 15 suggest, that the angle of attack to match the experiment

at (lex p = 2_.0° should be computed at an angle of attack close to that angle. On the other

hand. figure 18 shows the coinpul,ed frequency approaching experiment slightly as the angle of

attack is increa.sed t,o 3.4 °. This feature and the fact that. the corrected angle ofat.t.ack based on

reference 31 would be Ocorr = 1.4 ° is somewhat puzzling. The experimentally observed rearward

shift of the shock oscillations with increasing Reynolds lmmber is also not repre_nted in the

numerical solutions. The computations place t]|e region of shock oscillation several percent

forward at. the higher Reynolds number.

Thin-layer Nay ier-Stokes computatiol_ with the SA model a.w shown nex t, for conditions near

lhe shock buffet case 5 of figure 13 at. a Reynolds number of 15 x 106. The grid trsed had mesh

spacing essentially the same as that used in the steady NACA 0012 thin-layer Navier-St.okes

con_putations discussed earlier. Wall spacing is A:q+ _ 6. To initiate the thin-layer Navier-

Stokes comput.ations, a steady solution at an angle of attack several degrees below experimental

btflTel, olivet was obtained . Second-order time accurate computat,ions were begun with step jumps

deg

0 Present IBL, steady

[] Present IBL, steady
cases 4 and 6

,_ Present IBL, computed
buffet onset

- [] []

1 I I I I I
10 15 20 25 30 35 x 106

Reynolds number

Figure 14. (lomput.ed shock buffet onset for NASA S(7(2)-0714 airlbil, k--._' SST model, at M:,,,,I ,
M,._p = 0.74.

= 0.72-'5 and
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in the angle of atl ack wilh a.n amplitude of-t-2 ° to al)proxinmle a single shock oscilla.tion; lhis

wa.s used 1.o iniliale the shock ]:,tlffel. A l.illle slop size of 0.04 (nondinlensiona, lized by speed of

SOIlll(]) Wa,S llscd fOl" |.h(, liille a.ccurate conll)ulations wit, tl 4 5 subiteralions per t.ilne sic t) and

mulligrid. The coIIl])ll|,a,l, iOllS Wel'(' conlimJed to eitlwr a steady slale or a converged limi! cych,

os cilla.t ion.

C:,p2

/,, 2
Cp max

1.0

.5

Re

ir

|

0tcomp,
deg

3.0

No buffet 3.0

3.1

3.1

3.4

3.4

\..
I I

0 .2 .4 .6 .8 1.0

15 x 106

30

15

30

15

30

Figure 15. Shock hull'Piing nornmfized moduli for NASA S(:(2)-0714 aM'oil at ),L-,,,,p = 0.725 on Ul>l+er surfac<'.

Pr ,sentIBL.

cap2,

Hz -2

.00015

.00010

.00005

I

0 1.0

._, Re

O 6HgZ 15x106

.2 .4 .6 .8

X

Figure 16. Shock I,ull'el moduli tbr NASA S(!(2)-0714 airfoil at peak frequencies for cases 5 aud 7 al M,.,q,

and _,,xl, = 3.0° <_l upper surface, l_;xl_erimenlal data froill reference 13.

= 0.74
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0tcomp, Re
deg

3.1 15 x 106 t
3 F 3.1 30 Present IBL

/ 3.4 15
3.4 30

O 3.0 15 x 106 I
2

I [] 3.0 30 I

Experiment

_1 t t I J I I
0 .2 .4 .6 .8 1.0

Figure 17. Shock bull'et mean pressure coetticients for NASA SC(2)-0714 airlbil at 31_,,mp = 0.725 on upper surface.

This procedure was repeated a.t successive angles of attack at increments of 1/2 °. The results

of these computations are shown in figures 18 t,o 22. These resu]l.s COlnpare _va.sonuldy wall

with experiment as well as with the IBL computations. Onset of shock buffet, occurs belween

the angles of attack froln 3 ° t.o 3.5°; this is compared with an oltsei a.t an angle of altack of

2.97 ° from the IBL computation. The el trace of figure 20 shows shock oscillations a! ¢_ = 3.5 °

having reached converged limit cycle behavior, the frequency of wldch is quite close Io lhal of

experiment. (.gee fig. 18.) The interactive boundary layer and t,hin-la.yer Navier-.gtokes mean

cp distributiolls in figure 21 are in moderate agreenmnt, although the thin-layer Navier-.gtokes

computation is in somewhat, better agreement with experilnent ill the shock region. Tho pressuw

recovery toward the trailing edge is also somewhal lnore rapid in the interactive boundary la.yer

solution. Figure 22 shows experimental chordwise distributions of I;:,,Inorlnalized to l)oak values
of the fundamental along with those of the interactive boundary layer and thin-layer Naviof

Stokes COlnputatiotls. The relative magnitudes of the computed fundanlental and ilL's! harnlonic

match experiment very well, although in both the chordwise extent of the shock o_'illat ion is

forward of experiment. Both underestinlat.e the overall extent as well. For exanal)h,, the shock

motiol_ extent in the tlfin-layer Navier-Stokes computation is roughly half that of the experimenl.

This comparison of both computed results with experiment offers hope tl,al both the

interactive boundary layer and the thin-layer Navier-Stokes methods give a rea_sonal)ty accurato

computation of shock buffet oltset,. As seen in the next ,section this view may be prema.l urv.
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Figure, lg. Shock hull'el lr_luenci+_ for NASA S(7(2)-0714 airfoil lor case .5.
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O Present TLNS, steady case 5
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Figure 19. ('_:)iill>Ult>d Miock hull't'l Oii,",,'t Ibr NASA SC(2)-071-i airfoil, SA inodiq, at ._I,<_,_1,= 0.725 alit] .'ll,._ I, = 0.74.
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Figuiv 21. Shock buffet llieall pressure coellicient,,_ for NASA SC(2)-0714 airlbil at .'tic<roll, = 0.725 on upper surface.
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Figure 22. Shock bullbl Hor,ualized moduli for NASA SC(2)-0714 airfoil. ['undamenlal and harmonic, case' 5, at.

"ff<'-ml, = 0.725 aiid _l,,mi, = 3.10 ° (IBL) and 3.5 ° ('FLNS) on upper surface.
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NACA 0012 Airfi)il

Tile presenl interactive boundary layer and thin-layer Navier-Stokes reel hods h au'e been used

to compute in the shock buffet ons_,t region of the NAt L,x,0012 airfoil. In view ofthe se]]sil ivity of

shock buffet to turbulence modeling observed in other studies and the extensive data availabh'

for this airfoil, azl analysis has been mad(' of lhe effect of turbltlence model l)arameters ell

buffet onset with the interactive boundary layer model. For the inleractive boundary layer

computations, the medium resolution grid was u_'d il_ comparisons of turbulence models to

reduce coml)utation times. The time step was 0.012 with 2 to 3 boundary layer subiterations

per time st,el). In assessing onset location for each of t,he turbulence models, the angle of attack

was successively increased by increments of 0.2 ° . Onset was taken as the first a,llgle at which

computed oscillations contimmd to grow after severa.1 inilial cych._ of transient shock oscillat ions

had passed.

The t)uffet boundaries found by using the I)r(seut interactive boundary layer lllet.hod and

other put)lished results along with the experimental values from reference 8 are shown in figure 23.

The /,'-,_ SST lurl)ulence model uniformly gives the boundary lower than the other turtmlence

models and overall represents the best match of all the models. Both the Wilcox one and lwo

layer models appear 1o give only sligh! imt)rovement over results with an algebraic model. From

figure 2-1. there is also a i'ather modest decrease in onset angle wilh decrease in the value of

turl)ulence kinetic energy k at the boundary layer edge corresponding to a lower free-stream
turl)ulence level.

The thin-layer Navier-St,okes shock buffet olrset COml)uta,tions for this a.irfoil were done with
both the/c-_' SST and the SA turbulence models. The same procedure was used for these com-

putatiolls as for the SUl)ercritica] airfoil. 'Ib initialize, a steady state solution was obtailled at

a.n angle of attack of 2° below experimeiltal buffet OIlSet. A steady lift coefficient was obtained.
Second-order time accurate COlupulations were begun by Irsing time stel_ of 0.005 and 0.04

with the k-._ $ST and SA turl)ulence luodels, respectiw'ly. ,qte 1) juml)S in the angle of attack

with an amt)litude of±2 ° simula! ing a single shock oscillation were used to start the shock buffet.

deg

Ok-t0 SST steady "]
k-to SST unsteady

I k-to 2-layer Wilcox unsteady[ ref. 17
k-to l-layer Wilcox unsteady.)

• Algebraic, unsteady fief.16)
• Green's lag, unsteady (ref.7)

_ _i_ent (ref. 8)

6 _ Shock buffet onset
_ _ (ref. 8)

0 I t i J
.70 .75 .80 .81

Moo

Figure, 2;{. (!ompuled shock I)ull'e! (xls_,I I'ound by

Val'iOtls Iiirl)lll('l|('(' luo(lpls all(I (,Xl)erilne'nl for

NA('A 0012airlbil IBI,.

6
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4
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• 10 -3 0

I I I

.79 .80 .81

Moo

Figure2,1. Ell(,ctofl)otmdar 3 lay('redgelurhulenc_'

kin(qi(" em'rg 3 on shock I_ufl;'l Ollsel. Pr_._'nl

IBL.
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Conq)utations were completed with the two turbulence models at t.he highest Ma.ch number at

a. final angle of attack well into t.he buffet region. Because of a time step restriction, apparently

imposed by the /,'-w SST model, this is the only unsbeady cotnput.ation that has been made by

using that model. Although comparison of the SA and the k-_ SST model results are not dlown,

computation confirmed that the two models give very similar results in the shock buffet, region
and that the ensuing thin-layer Navier-Stokes coml)utations could be concluded with the SA

Inodel alone. Accordingly, all uI_st, ea.dy results shown have been computed with the SA model.

The results of this investigation are shown in figures 25 and 26. At Alx = 0.775 and

o = 4.0 °, the c I oscillation amplitude had damped t.o about 10 percent of the peak excursion

1 1/2 cycles after the driving force was eliminated. (See fig. 26(a).) Computation.s several cycles

farther showed oscillations continuing t.o damp out,. Although skin friction is not shown, the

final steady state solution has a significant shock separation that marginally reattaches .just.

before the trailing edge. This procedure was repeated at higher angles of attack with a sinfilar

lewq of damping. Con|putations at. 21Ix = O.75 over a range of angle of attack give slightly less
damped shock oscillations, whereas a.t. a Mach number of 0.725 the shock oscillat.iol_s are even

less danlped. These results have been obtained with the turbulence model computed throughout

l.he flow field. The effect, of a. turbulent transition occurring in the 10-percent-chord range has

been simulat,ed as well by turning the turbulence production ternts on at l0 percent chord with

zero t.urtmlence production ahea.d of that point. This effectively creates a laminar flow in the

leading edge region. As seen in figure 26(b), computing the t.urbulence from the leading edge

and starting at 10 percent chord apt)eared to have little effect, on the outcoule, a variation in

the level of damping is also seen at the lower Mach number. At. a = 6 °. just beyond on,t,

the oscillations die out slowly, whereas at. o = 9° the o_illa.tions are again strongly damped.

(Compare fig. 26(b) with fig. 26(c).) It is interesting to note a variation in amplitude in the

limit cycle shock buffet, with angle of attack in the interactive boundary layer COlnput.ations of
reference 7 for this airfoil.

In summary, thin-layer Navier-Stokes <'onlputations with the NASA SC(2)-0714 airfoil has'e

shown sustained shock buffet that compares well with experiment. The present thin-layer Navier-

Sl.o kes computat.io ns with the NACA 0012 airfoil have shown moderat.e to strongly damped shock

deg

15

10

O Present TLNS, steady (SA)
[] Present TLNS, steady (k-ca SST)

• TLNS unsteady (ref. 9)

_ ._Figure 26(c)

Figure 26(b)

_ Fig_e 26(a)

.........................
0 onset (ref. 8) -_ __Wll i
.70 .75 .80 .81

Moo

Figure 25. Shock hull'el onset for NAC!A 0(/12 airtbil.
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oscillation, with 11o evidence of a dewqoping limit cycle shock buffet. Turbulence transition

location does not significantly alter this situation for the NACA 0012 airfoil. A limited effort

at refinement of the TLNS grid likewise has not resulted in sustained shock o_illations. As

for differences in the solutions of the two airfoils, clearly the supercritical airfoil has a stronger

viscous-inviscid interaction behind the shock than does tile conventional airfoil; this can be seen

in the comparison of the skin friction for the t.wo airfoils showl_ in figure 27. This and the fact

that differences ill the amount, of trailing edge separation due io Reynolds scaling effecls result

hi somewhat different onset locations at different Reynolds numbens for the NASA SC(2)-0714

airfoil tend to confirm that trailing edge interaction has a considera.ble effect on the onset of

shock buffet,. (-_eomel, ry certainly plays a role, the effect, of which has not been fully explored in
this report.

Airfoil Re
.010

NACA 0012 l0 × 106

.005

cf

0

NASA SC(2)-0714 15

-.005 i t i J i
0 .2 .4 .6 .8 1.0

x

Figure 27. Skin ti'iction coefficients for Iwo aM'oils at :llx = 0.725 and a = 3.0 °. Present TLNS.

Concluding Remarks

An interacl.ive boundary layer method using a transonic small disturbance, potential outer

flow model with an Euler-like streamwi_ flux has been coupled with several variations of tile

k-_; turbulence model. This method has been found to compute ve U accurat.ely many standard

steady transonic test. cases. Several steady computations have shown that the interactive

boundary layer method is capable ofgivi ng results that co mpare very well with thin-layer Navier-

Stokes results. Turbulence levels differed in some minor respects between the two methods, bul.

in general, these ivsults confirm that the interactive boundary layer method is capable of quite

good accuracy. This accuracy, which is superior to many other integral boundary layer results,

is also justification for the use of a finite differenced boundary 1wet, drawing the bom}dary layer

method at. its best, rather than resorting to the more widely used empirical and sometimes ad

hoc closure relations used ill integral tmunda.lT layer methoCfs.

With the interactive boundary layer method, a study has been made of the flow and

turbulence modeling necessary' to accurately model shock buffet orLset. Both the interactive

boundary layer and a t.hilMwer Navier-Stokes method have been employed. Computations using

the two methods in the shock buffet region of a 14-percent-thick supercritical airfoil compare

well with experiment. These results suggest lhal. both methods are capable of modeling shock

buffet o_lset of that airfoil quite well.
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Variantsof the ,_'-_ turbulence model with the interact i ve boundary layer method have been

used to COmlmte shock buffet onset for the NACA 0012 airfoil. The.',e solut.ions confirm tha.1

turbulence model has an hl[[uence Oil t,]le a('curacy of the conlpuled ol|sel Iocatiou most n()lably

al higher Math nulnhel.'S. _,;[lell comparing the inl.era.ct.ive boundaqv layer and thin-layer Navier-

Stokes COml)ut.ations, the results from I.he t.wo lnet.hods were found to l>e quit.e different when

computing the shock ])uiTel. of the NACA 0012 a.irfoil. The shock ])tll"fel OllSel COlllpul,ed wit.h the

interactive bounda U layer and t.he ,_'-_ SST (shear stress l.ransl)ort. ) turbulence model compares

well with the on:_t of shock buffet seen in the dat.a of NASA TP-2485. In contrast, the present.

t.hin-layer Nas, ier-St.okes computations have uniformly shown damped shock oscillations well

into t.he shock buffet region. Transit.ion localions fixed respectively a.t the leading edge and at.

10 percent chord were found t.o yield qualitatively similar thin-la_'er Naxier-Stokes results.

From /lie computed results, the supercrit.ical airfoil has a much stronger viscous-inviscid
interaction behind I,he shock thaI_ the convenl.ional airfoil. Trailing-edge viscous-invi_:id

interact.ion has been shown by l.hese results t.o have a consideral)le elTecl Oll t.he OllSel, of shock

Imffet.. D, qm.t remains to be a.s,;es_ed eomputat.ionally is t.he illfluence of wind t.unne] walls and

the effect, of the nulnerical accuracy of 111,' thin-layer Na.vier-St.okes scheme u_d hi this report..

NASA Langley tl++._'arch (!entvr
tlamplo., VA 23681-2199
Oclol:,,"r 8, 1997
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